Measuring the Charge of a Single Dielectric Nanoparticle Using a High-\(Q\) Optical Microresonator
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Measuring the charge of a nanoparticle is of great importance in many fields including optics, astronomy, biochemistry, atmospheric science, environmental engineering, and dusty plasma. Here, we propose to use a high-\(Q\) whispering-gallery-mode (WGM) optical microresonator to detect the surface and bulk charge of a dielectric nanoparticle. Because of the modification of nanoparticle conductivity induced by the surplus electrons, both the coupling strength between the nanoparticle and the WGM and the dissipation changes compared with the case of a neutral nanoparticle. The charge density can be inferred from the transmission spectrum of the WGM microresonator. By monitoring the mode splitting, the linewidth broadening or the resonance dip value of the transmission spectrum, surface (bulk) electron density as low as 0.007 nm\(^{-2}\) (0.001 nm\(^{-3}\)) can be detected for nanoparticles with negative (positive) electron affinity. The high sensitivity is attributed to the ultranarrow resonance linewidth and small mode volume of the microresonator.
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I. INTRODUCTION

Over the past few years, optical whispering-gallery-mode (WGM) microresonators including microspheres [1–3], microrings [4–8], microtoroids [9–12], microbubbles [13–15], and microtubes [16,17] have become valuable tools in sensing applications due to the significantly enhanced light-matter interaction provided by their ultrahigh-\(Q\) factors and small mode volumes [18,19]. So far, by monitoring either the cavity-resonant wavelength shift (mode shift) [20–26] or mode splitting [27–30], single nanoparticle binding events have been resolved. The former sensing scheme has a large detection range in particle size, while the latter is immune to various noises such as environmental temperature drift. Recently, by employing the mode-broadening mechanism, Refs. [31,32] reported the detection of individual polystyrene nanoparticles and lentiviruses. In the above-mentioned WGM microresonator sensors, the sensing signal corresponds to either the size or the permittivity of particles. However, WGM microcavity-based nanoparticle charge measurement remains unstudied.

Many particles in nature are, however, not neutral but charged. In recent years, air pollution has become a severe threat to human health. The main pollution sources, including industrial dusts and chemical colloids suspended in air, are also charged. Nanoparticle charge is a crucial parameter in optics: it not only attracts theoretical studies on the differed electromagnetic field scattering pattern compared to neutral nanoparticles [39–46], but it also is applied to enhance light absorption [47,48], Raman scattering [49], molecular fluorescence [50], and even to help manipulate nanoparticles [51]. To measure the charge, traditional electrical methods [34,52–54] are limited to micron-sized particles. For particles with even smaller size, optical measurement is a better choice, as excess electrons affect light scattering. However, even for highly charged nanoparticles, the optical method is also challenging because the influence on light scattering caused by surplus electrons is negligible. Various enhancements are implemented, such as the anomalous resonance [42–44] and the surface plasmon resonance [48], yet the detection resolution is still limited due to the large resonance linewidth.

In this paper, we propose to use the high-\(Q\) WGM optical resonator to measure the charge of a nanoparticle. A single nanoparticle adsorbed to the resonator results in mode splitting of the two initially degenerate whispering gallery modes through backscattering. Because of the modification of nanoparticle conductivity induced by the surplus electrons, both the nanoparticle-WGM coupling strength and the dissipation changes accordingly compared with the case of a neutral nanoparticle. The charge density of the...
n nanoparticle can be inferred by monitoring the mode splitting, the linewidth broadening, or the resonance dip value of the transmission spectrum of the microcavity. Because of the ultranarrow resonance linewidth and small mode volume of the microresonator, measurement of surface and bulk charge with very low charge density is realized.

II. THEORETICAL MODEL OF THE SENSING SCHEME

The sensing system is illustrated in Fig. 1. A tunable pump laser at a wavelength band of 1550 nm is launched from a tapered fiber to excite the whispering gallery modes of a silica microsphere in air through evanescent coupling. The transmitted light is monitored through a low-noise photodetector connected to an oscilloscope. Comparing the transmission spectrum induced by a charged nanoparticle with that induced by a neutral nanoparticle of all other parameters the same, we can infer the information of the charge.

Before proceeding to the charged nanoparticle case, here we briefly review the detection of an uncharged particle through the mode-splitting mechanism [55–59] of a WGM microresonator. For a perfect WGM microsphere, its eigenmodes are twofold degenerate with identical resonance frequency and linewidth: the clockwise (CW) and counterclockwise (CCW) propagating modes. When a subwavelength scatterer enters the mode volume, the backscattering of the WGM field couples the CW and CCW modes. As a result, the originally degenerate mode splits into two new orthogonal standing modes with different resonance frequencies and linewidths: the symmetric mode and the antisymmetric mode, and the degeneracy is lifted. Consequently, the transmission spectrum of the fiber taper behaves as a doublet, as shown in Fig. 1.

Next, we proceed to the case of a charged dielectric nanoparticle. While a dielectric nanoparticle exhibits perfect insulator properties, surplus electrons will introduce a nonzero electric conductivity. Unlike metal, the conductivity is small due to the strong confinement by electron-phonon interactions. The charged nanoparticle can be classified into two main categories according to the electron affinity $\chi$ [42]. For particles with $\chi < 0$, such as MgO, LiF, and CaO, the conduction-band minimum inside the dielectric lies above the surface potential outside the particle. In this case, the surplus electrons are trapped in the image potential induced by the transverse optical phonon in the surface [60] instead of penetrating into the particle [61]. At room temperature, the de Broglie wavelength of the surface electron is about 10 nm. As a result, for particles with radius $r > 10$ nm, the surface can be approximated as a plane surface, and the contribution from surplus electrons can be encoded as extra surface conductivity $c_s$. For particles with $\chi > 0$, such as Cu$_2$O, Al$_2$O$_3$, and PbS, the surface potential lies above the conduction band, and extra electrons are confined in the conduction band by the longitudinal optical bulk phonon [60]. The conduction band lies homogeneously throughout the particle for a micron-sized or even smaller particle. In this case, the contribution from surplus electrons can be treated as extra bulk conductivity $c_b$. Within the memory function approach [62], the surface and bulk conductivity can be expressed by

$$c_{s(b)} = \frac{e^2 n_{s(b)}}{m_{s(b)}} \frac{i}{\omega + M_{s(b)}(\omega)},$$

where $e$ is the elementary charge, $n_s(n_b)$ denotes the surface (bulk) electron density, $m_s$ and $m_b$ are the electron mass and the conduction-band effective mass, $\omega$ denotes the frequency, and $M_s(\omega)[M_b(\omega)]$ represents the corresponding memory function.

The Mie scattering theory [63] is appropriate for studying the light scattering of a charged sphere with modified Mie coefficients [39]. For nanoparticles with $\chi < 0$, the surface charge can be treated as a coating layer. In the quasistatic limit, the effective-medium theory [48] can be used to describe the scattering effect where the surface-charged nanoparticle is approved to be equal to a neutral absorbing nanoparticle with the same size but different permittivity. The additional effective permittivity can be expressed by

$$\Delta \varepsilon = \frac{2 c_s}{r \omega}.$$  

(2)

For nanoparticles with $\chi > 0$, straightforwardly we can obtain

$$\Delta \varepsilon = \frac{c_b}{\omega}.$$  

(3)

The nanoparticle total effective permittivity can be expressed as $\varepsilon = \varepsilon_0 + \Delta \varepsilon$, with $\varepsilon_0$ being the permittivity for the neutral material. With the material parameters listed
The total Hamiltonian contains three parts: the free Hamiltonian of the WGMs and the reservoir, \( H_0 \); the nanoparticle-induced scattering into the same or counter-propagating cavity mode, \( H_1 \); and the nanoparticle-induced scattering into the reservoir modes, \( H_2 \). As the nanoparticle radius \( r \ll \lambda \), Weisskopf-Wigner semi-QED treatment [28] is appropriate to solve the interaction between the WGMs and the nanoparticle. The Hamiltonian can be written as

\[
H = H_0 + H_1 + H_2,
\]

\[
H_0 = \sum_{m=\text{CW,CCW}} \hbar \omega_c \alpha_m \alpha_m^\dagger + \sum_j \hbar \omega_j \beta_j^\dagger \beta_j,
\]

in Ref. [43], we have calculated \( \Delta \varepsilon \) for five nanoparticles including \( \text{MgO}, \text{LiF} (\chi < 0) \) and \( \text{PbS}, \text{Cu}_2\text{O}, \text{Al}_2\text{O}_3 (\chi > 0), \) where the wavelength of the incident laser is 1550 nm and \( r = 40 \text{ nm} \), as shown in Table I. In the last column, we approximate the five uncharged materials to be good insulators at such a wavelength band. From the total permittivity column in Table I, it is not difficult to find out that neither anomalous scattering nor surface plasmon resonance is possible to occur for such an incident laser wavelength. For example, anomalous scattering occurs at frequencies where \( \text{Re} [\varepsilon] < 0 \) and \( \text{Im} [\varepsilon] \ll 1 \). Moreover, \( \Delta \varepsilon \) is small, making the charge-induced local permittivity difference difficult to be resolved. However, whispering-gallery-mode micromachinability is an ideal candidate to measure the nanoparticle charge as it is able to detect small local refractive-index fluctuations.

We have also calculated \( \Delta \varepsilon \) under different surface and bulk electron densities for a MgO and Cu\(_2\)O nanoparticle, as shown in Fig. 2. We can find that regardless of materials with \( \chi > 0 \) or \( \chi < 0 \), \( \text{Re} [\Delta \varepsilon] \) and \( \text{Im} [\Delta \varepsilon] \) are proportional to the surface and bulk electron density. For materials with \( \chi < 0 \), \( |\text{Re} [\Delta \varepsilon]| < |\text{Im} [\Delta \varepsilon]| \); while for materials with \( \chi > 0 \), \( |\text{Re} [\Delta \varepsilon]| \gg |\text{Im} [\Delta \varepsilon]| \).

Next, we study the charge-induced transmission spectrum change. A nanoparticle with radius \( r \ll \lambda \) can be treated as a Rayleigh scatterer with complex polarizability

\[
\tilde{\alpha} = 4\pi r^3 (\tilde{\varepsilon} - 1)/(\tilde{\varepsilon} + 2).
\]

The total Hamiltonian contains three parts: the free Hamiltonian of the WGMs and the reservoir, \( H_0 \); the nanoparticle-induced scattering into the same or counter-propagating cavity mode, \( H_1 \); and the nanoparticle-induced scattering into the reservoir modes, \( H_2 \). As the nanoparticle radius \( r \ll \lambda \), Weisskopf-Wigner semi-QED treatment [28] is appropriate to solve the interaction between the WGMs and the nanoparticle. The Hamiltonian can be written as

\[
H = H_0 + H_1 + H_2,
\]

\[
H_0 = \sum_{m=\text{CW,CCW}} \hbar \omega_c \alpha_m \alpha_m^\dagger + \sum_j \hbar \omega_j \beta_j^\dagger \beta_j,
\]

where \( \alpha \) is the degenerate frequency of the CW and CCW WGMs, \( \omega_j \) represents the frequency of the \( j \) reservoir mode, \( \alpha_m^\dagger, \beta_j^\dagger, \alpha_m, \beta_j \) are the creation (annihilation) operators of the \( m \) resonator mode, and the \( j \) reservoir mode, respectively. \( \tilde{g}_{m,m'} \) (\( \tilde{g}_{m,j} \)) is the complex coupling coefficient between the \( m \) WGM mode and the \( m' \) WGM mode (\( j \) reservoir mode). Within dipole approximation [28,64], the complex coupling coefficient

\[
\tilde{g}_{m,m'} = \frac{\tilde{\alpha} f(\tilde{\varepsilon})^2 \omega_c}{2V_m} = \tilde{g}_1 + i \tilde{g}_2,
\]

where \( f(\tilde{\varepsilon}) \) represents the normalized WGM field magnitude at the nanoparticle position \( \tilde{r} \), \( V_m \) denotes the cavity mode volume, and \( \tilde{g}_1 \) and \( \tilde{g}_2 \) are the real and imaginary part of \( \tilde{g}_{m,m'} \). Following the Heisenberg equation of motion and the established Weisskopf-Wigner derivation, we finally arrive at the following formalism:

**TABLE I.** Calculated nanoparticle effective permittivity change induced by surplus electrons. The wavelength of the incident laser is 1550 nm, and the nanoparticle radius \( r = 40 \text{ nm} \). \( n_e \) is the electron density, whose unit is \( \text{nm}^{-2} \) for \( \chi < 0 \), and \( \text{nm}^{-3} \) for \( \chi > 0 \). \( \Delta \varepsilon \) is the charge-induced additional permittivity and \( \tilde{\varepsilon} \) denotes the total permittivity.

<table>
<thead>
<tr>
<th>Material</th>
<th>( \chi )</th>
<th>( n_e ) (( \text{nm}^{-2} ))</th>
<th>( \Delta \varepsilon ) (( \text{nm}^{-2} ))</th>
<th>( \tilde{\varepsilon} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>MgO</td>
<td>( &lt; 0 )</td>
<td>0.3 0.0072 + 0.0134i</td>
<td>2.9329 + 0.0134i</td>
<td>0.03</td>
</tr>
<tr>
<td>LiF</td>
<td>( &lt; 0 )</td>
<td>0.3 0.0042 + 0.0108i</td>
<td>1.9078 + 0.0108i</td>
<td>0.03</td>
</tr>
<tr>
<td>PbS</td>
<td>( &gt; 0 )</td>
<td>0.03 0.3678 + 0.0016i</td>
<td>17.6503 + 0.0016i</td>
<td>0.03</td>
</tr>
<tr>
<td>Al(_2)O(_3)</td>
<td>( &gt; 0 )</td>
<td>0.03 0.1605 + 0.0078i</td>
<td>2.8880 + 0.0078i</td>
<td>0.03</td>
</tr>
<tr>
<td>Cu(_2)O</td>
<td>( &gt; 0 )</td>
<td>0.03 0.1149 + 0.0004i</td>
<td>6.4860 + 0.0004i</td>
<td>0.03</td>
</tr>
</tbody>
</table>
\[
\frac{da_m}{dt} = - \left[ i(\omega_c + \tilde{g}_1) + \frac{\gamma_s + \kappa_0 + \kappa_1}{2} \right] a_m \\
- \left( \frac{i\tilde{g}_1 + \gamma_s}{2} \right) a_m^{\dagger} a_m - \sqrt{\kappa_1} a_m^{\dagger} a_m,
\]

where \(\kappa_0, \kappa_1,\) and \(a_m^{\dagger}\) are the intrinsic damping rate of the \(m\) cavity mode, the taper-cavity coupling rate, and the input field. The new decay rate \(\gamma_s = \gamma_c - 2\tilde{g}_2,\) where \(\gamma_c = [\tilde{a}^2 f^2(\tilde{r})\omega_c^2 / (6\pi c^3 V_m^2)]\). Compared with the neutral nanoparticle case, the formalism is almost the same, except that the coupling strength is modified from \(g\) to \(\tilde{g}_1\), and the total decay rate changes from \(\gamma_s\) to \(\gamma_s'.\)

To understand the decay terms in the above equation, we start from classical electrodynamics, where the scattering and absorption cross sections of a sphere are \(\sigma_s = [\tilde{a}^2 / (6\pi)](\omega^4 / c^4)\) and \(\sigma_0 = (\omega/c)\text{Im}[\tilde{a}],\) respectively. By considering the total lost power with \(I_{\text{inc}}\) \(\sigma\), where \(I_{\text{inc}} = [\hbar\omega_a / (V_m)]\) denotes the incident field intensity, the total decay rate \(\Gamma\) can be divided into two parts: the scattering-induced decay \(\Gamma_s = [\tilde{a}^2 f^2(\tilde{r})\omega_c^2 / (6\pi c^3 V_m)]\) and the absorption-induced decay \(\Gamma_0 = [\omega / (c\text{Im}[\tilde{a}]) / (V_m)] f^2(\tilde{r})\).

It can be found that \(\Gamma_s = \gamma_s\) and \(\Gamma_0 = -2\tilde{g}_2.\) In other words, the total decay rate \(\gamma_s'\) consists of Rayleigh scattering into vacuum and the Ohmic dissipation. In the following, we denote the Ohmic loss as \(\gamma_0.\)

With the standard input-output relation, we can obtain the transmission spectrum collected from the taper

\[
T = \left| 1 - \frac{\kappa_1}{2} \sum_{q \neq 0} \frac{1}{i(-\Delta + g_q + (\kappa_0 + \kappa_1 + \gamma_q) / 2)} \right|^2,
\]

where \(\Delta = \omega - \omega_c\) is the detuning, \(g_+ = 0\) and \(g_- = 2\tilde{g}_1\) are the resonance frequency shifts of the two new eigenmodes, and \(\Gamma_+ = 0\) and \(\Gamma_- = 2(\gamma_s + \gamma_0)\) denote the linewidth broadenings of the two new eigenmodes.

The surplus charge affects both the mode splitting and the linewidth broadening of the transmission spectrum. Comparing the cases of a neutral and a charged nanoparticle with the same size, dielectric constant, and binding position, the mode splitting of the two new eigenmodes changes from \(2g\) to \(2\tilde{g}_1\), and the linewidth broadening of the symmetric mode changes from \(2\gamma_s\) to \(2(\gamma_s - 2\tilde{g}_2)\). As a result, the density of surplus charge can be inferred from the transmission spectrum of the microcavity.

**III. CHARGE-INDUCED CHANGE OF THE TRANSMISSION SPECTRA**

**A. Materials with \(\chi < 0\)**

We compare the transmission spectrum of a WGM sphere with a single binding neutral (red solid line) and charged MgO/LiF nanoparticle (black dashed line), as shown in Figs. 3(a) and 3(c). Throughout the manuscript, we set the silica WGM sphere radius \(R = 15\ \mu\text{m}\) and the wavelength \(\lambda = 1550\ \text{nm}\) unless specified. Comparing the dashed line to the solid line, we can observe an obvious increase of the transmitted light intensity at the symmetric mode’s resonant frequency, but no mode-splitting change. As shown in Table I, for \(\chi < 0\) materials, the charge-induced \(\Delta \varepsilon\) is dominated by the imaginary part, indicating a dominant linewidth broadening effect at the symmetric mode when extra electrons are introduced. The transmission at the eigenmode frequency, which we denote as the dip value with intensity \(D\), characterizes the relative linewidth broadening well [65]. In the case when the mode splitting is much larger than the linewidth, the dip value for the symmetric mode is approximated as \(D = [\kappa_0 + 2(\gamma_s + \gamma_0)]^2 / [\kappa_0 + \kappa_1 + 2(\gamma_s + \gamma_0)^2].\) In our system, for a \(r = 40\ \text{nm}\) nanoparticle and WGM cavity \(Q \sim 10^6\), mode splitting \(2g\) \(\sim 100\ \text{MHz}\), while the linewidth \(\Gamma \sim 0.1\ \text{MHz}\), and so the dip-value approximation is valid. The transmission spectrum around the symmetric resonance frequency can be regarded as a single Lorentzian shape. The visible increased dip value reveals that Ohmic loss is comparable to the Rayleigh scattering loss and the cavity intrinsic loss.

We quantitatively show the relative change of the symmetric mode’s linewidth (solid line), dip value (dashed...
line), and the mode splitting (dash-dotted line) with respect to the neutral case in Figs. 3(b) and 3(d). It should be noticed that no matter for MgO or LiF nanoparticle, though the symmetric mode is influenced obviously by surplus charge, the asymmetric mode is not affected at all. The reason is that the asymmetric mode lies at the wave node where the electromagnetic field strength is zero, while the symmetric mode lies at the wave antinode. Indeed, the slopes of the solid line and dashed line are far greater than that of the dash-dotted line. For example, for a charged MgO nanoparticle, the relative change of the dip value and the symmetric mode’s linewidth can be as high as 26% and 15%, respectively, yet the relative mode-splitting change is negligible, when the surface electron density is 0.3 nm². As a result, we can first use the mode splitting to determine the nanoparticle size, then utilize the linewidth or dip-value difference to measure the charge.

In the following, we discuss the detection limit by using the Fisher information theory [66]. The sensing system is swept-frequency based and consideration should be given to two dominant noise sources: the technical Gaussian detector noise $\sigma_d$ and the fundamental thermorefractive noise $\sigma_f$ [67,68]. Experimentally, when the laser frequency $\omega$ is tuned close to the WGM microcavity symmetric mode resonant frequency $\omega_0$ (with linewidth $\Gamma$ and transmission dip value $D_0$), discrete samples are taken at a fixed frequency interval $\Delta \Omega = \beta t$ in a finite spectral range $\Omega = W \Gamma$, where $\beta$ and $W$ are the corresponding coefficients. There are three signals of the symmetric mode which could be detected in our system: the frequency shift, the linewidth broadening, and the dip-value change. Correspondingly, the parameter vector $\tilde{T} = (\omega_0, \Gamma, D_0)$. According to the Fisher information theory, $\left(\Delta T_i^2\right) \geq 1/\left|\left[F_T\right]_{ii}\right|$, with $\Delta T_i$ being the detectable parameter change and $\left[F_T\right]_{ii}$ being the $i$th diagonal element of the Fisher information matrix corresponding to the parameter vector $\tilde{T}$. Taking the Gaussian detector noise $\sigma_d$ as an example, the minimum detectable dip-value change $\Delta D_d$ is calculated to be

$$\Delta D_d \approx 2 \sqrt{\frac{\beta}{\pi I_0}} \sigma_d.$$  \hspace{1cm} (12)

In the above expression, $I_0$ denotes the incident laser power. Experimental parameters can be $\beta = 10^{-8}$, $\sigma_d = I_0/5$. As a result, the smallest transmission dip-value change which can be detected is $\Delta D_d = 0.007$. Similarly, the minimum detectable linewidth change $\Delta \Gamma_d$ and mode-shift change $\Delta \omega_d$ are

$$\Delta \Gamma_d = 2 \Delta \omega_d = 2 \sqrt{\frac{2\beta}{\pi I_0 D_0}} \sigma_d.$$  \hspace{1cm} (13)

Unlike $\Delta D_d$, which is determined once $\beta$ and $\sigma_d$ are given, $\Delta \Gamma_d$ and $\Delta \omega_d$ are also dependent on the original linewidth $\Gamma$ and dip value $D_0$. The thermorefractive noise–limited minimum detectable parameters $\Delta \Gamma$, $\Delta \omega$, and $\Delta \Gamma_\lambda$ can also be calculated based on the Fisher information theory. The results show that for our case $\Delta D_d \gg \Delta \Gamma_i$ and $\Delta \Gamma_d \gg \Delta \Gamma_i$. Consequently, it is reasonable that we only consider the Gaussian detector noise.

During the above analysis we have set the ratio $\kappa_1/\kappa_0 = 1$, cavity quality factor $Q = 10^8$, and nanoparticle radius $r = 40$ nm. Next, we discuss the optimization of the detection limit through these parameters. For simplicity, we take the case of a charged MgO nanoparticle as an example. The case of a LiF nanoparticle is similar.

First, we study the detection limit under different values of $\kappa_1/\kappa_0$. We denote the minimum detectable surface charge density $n_s$ based on the dip-value (linewidth) change as $n_{sD}$ ($n_{s\Gamma}$). From Fig. 3(b) we can find that both $\Delta D/D_0$ and $\Delta \Gamma/\Gamma_0$ changes approximately linearly with $n_s$. Suppose $\Delta D/D_0 = k_d n_s$ and $\Delta \Gamma/\Gamma_0 = k_{\Gamma} n_s$, with $k_d$ and $k_{\Gamma}$ being the corresponding slopes. In Fig. 3(b), $k_d$ is obviously larger than $k_{\Gamma}$, and so the detection limit should be $n_{sD}$. However, with the decrease of $\kappa_1/\kappa_0$, $k_d$ decreases dramatically while $k_{\Gamma}$ keeps a constant, as shown in Fig. 4(a). We show the simulated results of $n_{sD}$ and $n_{s\Gamma}$ in Fig. 4(b). With the increase of $\kappa_1/\kappa_0$, $n_{sD}$ increases while $n_{s\Gamma}$ first decreases dramatically and then increases slightly.

As a result, the detection limit should be dip-value based for large $\kappa_1/\kappa_0$, and linewidth based for small $\kappa_1/\kappa_0$. To explain the influence of $\kappa_1/\kappa_0$, we plot the original dip value $D_0$ of the neutral nanoparticle case and the corresponding slope $k_d$ in the inset of Fig. 4(b). Based on Eqs. (12) and (13), the detection limits

$$n_{sD} = 2 \sqrt{\frac{\beta}{\pi I_0 D_0 k_d}}.$$  \hspace{1cm} (14)

$$n_{s\Gamma} = 2 \sqrt{\frac{\beta}{\pi I_0 D_0 k_{\Gamma}}}.$$  \hspace{1cm} (15)

With the increase of $\kappa_1/\kappa_0$, $D_0$ decreases, $k_d$ increases while $k_{\Gamma}$ keeps a constant. As a result, $n_{sD}$ first decreases intensively and then increases slightly due to the tradeoff between $D_0$ and $k_d$. The optimal ratio of $\kappa_1/\kappa_0$ is around 1.0. $n_{s\Gamma}$ increases monotonically with $\kappa_1/\kappa_0$. As a conclusion, the detection limit should be linewidth based for very small $\kappa_1/\kappa_0$, while it should be dip-value based for relatively larger $\kappa_1/\kappa_0$. Both $n_{sD}$ and $n_{s\Gamma}$ can reach 0.02 nm² for $Q = 10^8$ through the optimization of $\kappa_1/\kappa_0$. The minimum detectable $n_s$ can be kept below 0.04 nm² in a wide $\kappa_1/\kappa_0$ range.

Next, we discuss the influence of the cavity $Q$ factor and the nanoparticle radius on the detection limit. Figure 5(a) shows the minimum detectable $n_s$ at different cavity $Q$ factors range from $Q = 10^7$ to $Q = 10^9$ for a MgO nanoparticle. The higher $Q$ is, the lower the detection limit that can be achieved. For example, the minimum detectable $n_s$ corresponding to $Q$ factors of $5 \times 10^9$, $1 \times 10^9$, and $1 \times 10^9$ are 0.007 nm², 0.028 nm², and 0.294 nm². Detection
limit as low as \( n_s = 0.004 \text{ nm}^{-2} \) is achieved when \( Q = 10^9 \). From Fig. 5(b) we can find that for a very small MgO nanoparticle, it is reasonable to choose the dip value as the sensing signal; while for a larger MgO nanoparticle, the change of linewidth is more sensitive.

B. Materials with \( \chi > 0 \)

For materials with \( \chi > 0 \) such as PbS, Cu$_2$O, and Al$_2$O$_3$, however, as shown in Table I, the charge-induced \( \Delta \epsilon \) is dominated by the real part, indicating a dominant mode-splitting change effect. In Figs. 6(a) and 6(c) we compare the transmission spectrum for a WGM sphere with a single binding Cu$_2$O/PbS nanoparticle without charge (red solid line) and with charge (black dashed line). As predicted, we can observe an obvious decrease of mode splitting, but negligible dip-value change. This result is also quantitatively demonstrated in Figs. 6(b) and 6(d), where the relative change of symmetric mode’s linewidth (red solid line), dip value (blue dashed line), and mode splitting (black dash-dotted line) are calculated with respect to the bulk electron density \( n_b \). The slope of the mode splitting is obviously larger than that of the other two lines. As a result, we can first use the dip value or the linewidth to determine the nanoparticle size, and then utilize the mode-splitting difference to measure the charge.

The detection limit can also be calculated using the Fisher information theory. Here, we discuss the result for a
FIG. 7. Minimum detectable \( n_b \) of Cu\(_2\)O nanoparticle under different (a) \( \kappa_1/\kappa_0 \) (cavity \( Q = 5 \times 10^8 \), nanoparticle radius \( r = 40 \text{ nm} \)); (b) cavity \( Q \) factors (nanoparticle radius \( r = 40 \text{ nm} \), \( \kappa_1/\kappa_0 = 6.0 \)).

Cu\(_2\)O nanoparticle. Other nanoparticles such as PbS can be discussed similarly. We plot the minimum detectable bulk electron density under different parameters including \( \kappa_1/\kappa_0 \) and cavity \( Q \) factor in Fig. 7. A lower detection limit can be achieved with the increase of \( \kappa_1/\kappa_0 \) and cavity \( Q \) factor. For example, when \( Q = 5 \times 10^8 \), \( \kappa_1/\kappa_0 = 6 \), and \( r = 40 \text{ nm} \), the detection limit is \( n_b = 0.00164 \text{ nm}^{-3} \). Moreover, under a wide range of \( \kappa_1/\kappa_0 \) and cavity \( Q \) factor, bulk electron density as low as \( n_b = 0.002 \text{ nm}^{-3} \) can be detected.

IV. DISCUSSION AND CONCLUSION

For simplicity, we have set the radius of the microsphere to be \( R = 15 \mu \text{m} \) throughout the paper. For a larger microsphere with \( R = 25 \mu \text{m} \), the minimum detectable \( n_s = 0.015 \text{ nm}^{-2} \). In an actual sensing application, the microcavity radius can be optimized because of the tradeoff between the quality factor and the evanescent field fraction. For instance, with the increase of \( R \), a higher quality factor can be obtained, while the fraction of evanescent field that benefits the nanoparticle detection reduces. As a result, an optimum \( R \) exists at which the best detection limit can be achieved.

The sensing signal should be strong enough for the scheme to be realized experimentally. Here, we discuss the signal intensity. For example, the charge-induced relative and absolute changes of the mode coupling depth are as large as 25% and 0.0675 for an MgO nanoparticle with charge density \( n_s = 0.3 \text{ nm}^{-2} \) [Fig. 3(b)]. In the experiment, the fiber-microcavity coupling can be kept quite stable with instability <0.01. As a result, such a large change of the transmission spectrum can be recognized easily. By using a high-index prism, the microcavity coupling could be even more stable [69]. The relative and absolute changes of coupling depth for a much lower charge density of \( n_s = 0.1 \text{ nm}^{-2} \) are 5% and 0.0135, both of which are also detectable with a reasonable signal-to-noise ratio. For the case of a LiF nanoparticle, the charge-induced change of coupling depth is even more prominent [Fig. 3(d)].

Moreover, the effects imposed by various turbulences such as material impurities should be differentiated from that by charge. Taking the MgO nanoparticle as an example, we compare the transmission spectrum of the microcavity under the adsorption of three cases: a neutral pure MgO nanoparticle, a charged pure MgO nanoparticle, and a neutral MgO nanoparticle with impurity. As the asymmetric mode is not affected, here we only show the symmetric mode. The result is shown in Fig. 8. Either for a very small change of refractive index (\( \Delta n = 0.01 \)) induced by the material impurity or for a relatively large change (\( \Delta n = 0.1 \)), the impurity mainly causes the change of mode splitting, whereas the surplus charge mainly leads to the change of dip value. We can differentiate the effects brought by the material impurities and by surplus charge from the transmission spectrum. For nanoparticles with \( \chi < 0 \), the effects induced by surplus charge can be easily differentiated from that caused by impurities. However, for nanoparticles with \( \chi > 0 \), special attention should be paid when the impurities reduce the refractive index. At this case, the effect caused by surplus charge and that by the impurities could not be distinguished just from the transmission spectrum because they both lead to blueshift. Additional tests (such as magnetic bias) are needed to distinguish charge from impurities.

It should be noticed that our methods are not limited to the above-mentioned materials including MgO, LiF, PbS,
Cu₂O, and Al₂O₃. The reason why we choose those materials as a model is that their parameters are accessible and they are important in the research area of charged nanoparticles. It is easy to extend our formulation to other materials, but the details such as material parameters, and the memory function, are different.

In summary, we propose to detect the charge of a single dielectric nanoparticle by monitoring the transmission spectrum of a WGM microcavity. The nanoparticle charge leads to obvious changes of the transmission spectrum compared with a neutral nanoparticle case. When a single neutral nanoparticle enters the mode volume of the WGM microcavity, the originally degenerate CW and CCW whispering gallery modes will split into two new modes: the symmetric and asymmetric modes. For a nanoparticle with negative electron affinity χ < 0, the transmission dip value and the linewidth of the symmetric mode change obviously, while the mode splitting rarely changes. However, for a nanoparticle with positive electron affinity χ > 0, the mode-splitting change is dominant. As a result, for χ < 0 nanoparticles such as MgO and LiF, we can first use the mode splitting to determine the particle size, and then use the dip value or the linewidth to measure the charge, with the detection limit down to \( n_\text{p} \sim 0.007 \text{ nm}^{-3} \); while for χ > 0 nanoparticles such as PbS, Cu₂O, and Al₂O₃, we can first use the dip value or the linewidth to get the information about the particle size, and then use the mode splitting for the determination of charge, with the detection limit down to \( n_\text{p} \sim 0.001 \text{ nm}^{-3} \). This high-Q optical microresonator-based nanoparticle charge measuring scheme has many advantages: it is independent of the unknown plasma parameters [70]; it is easy to be realized experimentally, without complicated surface treatment and nonlinear optical manipulation [38]; and the sensitivity is so high that surplus charge with very low charge density can be detected.
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